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Train Loss, Valid Loss의 수치보단 Learning curve를 주로 보기 때문에 각각 모델의 실험 결과 슬라이드에서 Train Loss, Valid Loss 수치를 꼭 넣을 필요는 없다. 주로 Test Loss만 넣는다. 하지만 결과 정리 부분에서는 Train Loss, Valid Loss, Test Loss 모두 적어주는 건 괜찮을 것 같다.

전처리 과정에서 사용한 정규화 방식도 현재 진행 중인 설명에 넣으면 좋을 것 같다.

결측치 대체의 경우 학습에 영향을 끼칠 수 있기 때문에 0.0 대체가 아닌 삭제하는 것이 좋다.

결과 정리 부분에서 과대적합 내용에 대해서, 과대적합은 Valid Loss에서 중간에 상승하는 것을 의미하기 때문에 과대적합이라는 말은 맞지 않는 것 같고, 학습에서 이상하게 된 것 같다.

과대적합, 즉 그래프 상승하기 전에 최저점 epoch을 적어주는 것도 좋다.